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Basic Information

NEC at a Glance
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NEC Group's Role
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NEC High Performance Computing Business Philosophy
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History of NEC HPC Products

B NECIZ1958F ICHRILKFER & DHFEZIC L 5 SENAC-1(NEAC-1102) DFFEZ FEEI Y 12,
HAZRET 2., BELOSHRAEV X TLOBE - ERXELZBHELTEWY £ LT,

m NEC(xVector/CPU/GPU % @4 & Fﬁ’(%’*ﬁ%k/\fbﬁ’c BT BHZEICLY, i
INAOHIBLEWFREDFLIC, BEITHEVWRT WHFEDXEBIEAER L TCEWY £9, BEEART

B HPCZEY &L, TRILF—)F, 7\/7—7 EUTF4, 7Y EYTARESEITER SX-Au(f%gfl)JBASA
ARSI ST N, [HRICMmITMERERZME L TULET, R y

- A
P (2002) = X_Au(g{)?giy e
e | |

SX-9
(2007)

i
'.‘sx,5- L L. Sx 7»T | sx- ACE

908K T
- (1998) L¥ 6(2002) sxs

(2001); (20049
TX7/AzusA ~
[-Itamum] 'SUBAME?270
(2001) | (2010)
oress5800 * * *TX7/i9610!
el PC-CTUgter [Itanium2]
(2001') (2003)

1950s 1960s 1970s 1980s 1990s 2010s 2020s

INR L N SIVRIZS NS ]S B

N E‘ \Orchestrating a brighter world © NEC Corporation 2025 7




%
kS .
/
a
& 0 S
—_
My 7

ma-S
S‘f mulato

las

cor 3.0

asma

S—aybEa—4P

o

EZ/—/

#
The New Supercomputer ‘Pl

2.

A4

ML



A== a1 —XDEE

Overview of the New Supercomputer
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Achieving No.1 Power Efficiency for Supercomputers in Japan
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System Configuration Overview
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Subsystem B
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NEC's Initiatives
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System Proposal and Implementation Support Leveraging NEC's Expertise
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High-Speed Optimization Technologies to Maximize System Performance
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Next-Generation Vector Development
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Collaboration Press Release

‘#penCh I p Home Openchip v Solutions News Contact Work with us
Enabling the Digital World

Openchip and NEC advance their collaboration
on next-generation vector accelerator

PRESS RELEASE

Barcelona / Tokyo - 13 November, 2025. Openchip, a pioneering Europe-born company in the design of high-
performance accelerator chips for advanced computing applications, and NEC Corporation, a global leader in IT and
network technologies, announced the next stage of their strategic collaboration aimed at co-developing a next
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